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Artificial Intelligence i (Ccep) Machine Learning
Observations + Target + Reward
Understand Predict Decide .
Code/compress Classification/Regression Policy/strategy
Unsupervised Supervised Reinforcemen't’ 3

Learning Learning Learning
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Supervised Learning: a Regression pb

Given a set of labeled examples (X', ..., X', ¥')._

Find a model fs.t. f(x',, ..., x ) = y' for all i
A zoology of models: Polynomials, Decision trees, Random Forests, SVMs, and

neuron

1 ﬁ‘,
=

v
i
linear
function

A network of neurons
One neuron Parameters are the



Deep Learning in one slide

Learning Phase
Gradient aka
e Present the examples 1 by 1

o or mini-batch by mini-batch

neuron

1 W,
ij

° pass: Compute the j
eg., L= |y(x,...,x)-NNKX,,.., x" )
° pass: Commute V L (chain rule)

e Modify the weights w; from V L
to decrease of the loss
e Loop

Recognition Phase aka Inference
Input an unlabelled example, the network output a predicted label



Differentiable Programming

A Deep Neural Network
e Performs learning
e Learns a sequence of aka

neuron

latent rep.

e.g., pixels latent rep. e.g., class, transformed image, ...
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Opportunities 1/2

Supervised Learning for Numerical Simulations

e Numerical solutions of PDEs viewed as “images”

o Surrogate approaches (full data-based)

o What about error bounds?

o Where is the physics?
e More intricate hybridizations are needed

o but are they really?

Will “The Data Deluge Make the Scientific Method Obsolete”?(*)



A Surrogate Approach

Learning a surrogate of sub-scale phenomena
e Global climate modeling
o 2° horizontal resolution, 30 altitude levels
o 30mn time step
e needs to solve CRMs (Cloud Resolving Models)
o turbulence + cloud convection + ...
o in each column (4km-wide), at each time-step (20s

N

e Train a DNN on one-year SPCAM simulations - 140M examples

° , statistics OK A —
e Energy conservation (post-hoc) gj‘;jj ‘e
e Good interpolation generalization I “
e Poor OoD generalization beyond train dat 1 b | 2 | 2D\ [}~
e No error bound



physics solver
N iterations

Time To Convergence (s)

warmup
inference
refinement :
physics
solver : i :
a 4.5x 4= 1.2x ; [ 2.6x 2
i § 2- 23 § B = 2

179

= 0- ) cmmmlll () o= (12) e (17) o

~
0) i s (25). —
@ (b) (o) @) (b) (o) @) (b) (o) (a) (b) [C] (@ (b) (o) @ (b () (@) () (o) @ () (9

Channel Flow Channel Flow Ellipse Ellipse Airfoil Airfoil Cylinder Cylinder
e=5600 Re=13750 (Turbulent) (Laminar) (Turbulent) aminar) (Turbulent) (Laminar)
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Surrogates strike back: GraphCast

Google DeepMind data-based weather model 7’ =

e Input: Two states (6 hours ago and now)
e Output: next state (6 hours ahead)

o and iterate (autoregressive)
e State: 235 M-variables (900 Mb)
o 28x28 km grid (721 x 1440) x 37 vertical levels
36.7 M weights - encode/process/decode
Trained on 39 years of ECMWF’s ERAS data
Loss: MSE for N auto-regressive steps
3 weeks on 32 TPU v4 devices



FourCastNet

Pangu-Weather

GraphCast

Al technique

AFNO (trans-

3DEST (trans-

Graph neural net-

former) former) work
Hardware — train | 64 A100 192 V100 32 TPU v4
(inference) (1 A100) (1 V100) (1 TPU v4)
Speed — train 16 hours 16 days 3 weeks
(inference?) (2.8 s) (14 s) (60 s)

Forecast scores

2

Comparable to IFS

Better than IFS

Better than IFS

# of variables

20

69

227

Open-source

Yes 2

Yes 2

No




Hybridization

Still some issues

« Out of Distribution generalization (e.g., due to climate change)
 Certification / error bounds

* Robustness and replicability

« Explainability (what science is about)

« Huge training set required

« Sustainable (frugal) learning?

but things are moving faster than ever



Opportunities 2/2

Correlation vs causality

Supervised learning learns models
o If umbrellas are open, it is raining |
and not models B s
o if people open their umbrellas, is it going to rain? g |
Causality is often implicit, or common sense

o But what to do when it is unknown?

and can come from hidden variables

o Correlation between wealth of company and well-being of employees




Causality: Use cases

Causal modeling (not deep learning :-)

Links between pesticides ko o I
: . A S S AR
and neonatal disorders TR o7 B
Coll. Inria — CHU Toulouse o &
Data: SNDS + ventes (BNV-D) ¥~ < el *

Long-term goal: personalized nutritional recommendations
Coll. INRAE, CEA, AgroParistech, ... Inria

Kantar panel dataset: 170 000 food items, 20 000 households + BMI

Difficulty: preserve the details of the food items
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Risks of Supervised (Deep) Learning

Even before the blooming of Generative Al,

e Transparency: Explainability and Interpretability
e Robustness
e \erification and validation

and of course dramatic lack of sustainability, worsened with generative Al

in the following, (2022 and before)



Robustness w.r.t. context/noise

The Verge, Nov. 2020

Issue: completeness of
the training set




Robustness w.r.t. attacks

Well chosen noise — wrong label

¢y-norm (sparse) sparse perturbation

original { ~o-norm

Cow (a) classified “Traffic light” (b-c)

All are recognized “Speed limit
45” from different distances and
angles.

latent rep.



Deep Fakes

Scammer Successfully Deepfaked CEQ's Voice To
Fool Underling Into Transferring $243,000

Jennings Brown -
9 AUDIO DEEPFAKES v f ¥ &

. H '
Miarch 2022 Bkraine Surrenders: Gizmodo < Wall Street Journal 30/08/2019
Al Index p134
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loss = C||x-X|]2 + KLIN(1,6),N(0,))] = C[|x-f(z)|] + KLIN(g(x), h(x)), N(©, 1) ]

:
:




Diffusion Models

e Add gradual levels of noise to the images in the dataset
e Train a noise predictor to predict the noise added
(supervised)
o examples = all steps of diffusion
o U-net architecture

Noise1l Noise2 Noise3 Noise 4

e Start from random image
e lterate
o Use noise predictor to predict noisefi&l:
o Remove from image
e Until convergence
e Result is similar (but different) from
images in the original dataset
o but undirected
e Control: through conditioning (e.g., with
text/caption)

Predicted |0

noise



Pepper the
aussie pup

Image
Encoder




Text-to-image

Open Al’'s Dalle-e 2

Stability Al's Stable Diffusion
Midjourney’s Midjourney
Meta's Make-a-scene
Google’s Imagen

b. Stable Diffusion

A panda playing piano on a warm evening in Paris
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DECODER




Qutput
Probabilities

Add & Norm

Add & Norm

Multi-Head
Attention

Add & Norm

Masked
Multi-Head Multi-Head
Attention Attention

Positional e D D 1 Positional

‘v Encoding
Input Qutput
Embedding Embedding

Outputs
(shifted right)

Encoding




Transformer Block Ouptut

Transformer Block
Layer L

Transformer Block

Transformer Block
Layer 1

Transformer Block Input
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Chatbots

= GPT3.5 +
o Fine-tuning with supervised learning (— Instruct GPT)
o Robustified with Reinforcement Learning from Human Feedback

m Safety filters (against racist, sexist, negationist temptations)

o Smart (hidden) pre-prompt
Open interface: To date,
o with ranking possibilities — samples to improve robustness

, based on GPT4, is a closed system (by Open Al :-)

, sSame, but open, with focus on safety
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b AlphaGeometry

decuce Solvad!
Not
Construct Sohed
¢ 8 [ c
'mmmwmamm.m Construct b: midpoint BC,
Prove that ZABC =

AB=AC, B0 = DC, AD=AD = ZABD=ZOCA [1]
{11, BC D collinear » ZABC=ZBCA
@ IMO 2015 P3 1 Solution

Construct D: midpoint BH [
'm‘sc“’"”“w Lat a1, 0, midpoint 2 > 00 l o,p (20)
(0) be its circumcircle,
orthocanter, nndFifnfootolm Construct 6: midpoint HC [b] .
altitude from A. Let M b the ) ZGHD = £G00 = M 0,6 O eyelic 126]
midpoint of BC. Let Q bs the point <
on (0) such that QH L QA and lot K (1,181 = 6406 (3]

56 ths point on (0) such that KH L 2 Construct 5 midpotnt MK [c]
KQ. Prove that the circumcircles . lel -o ZKFC = ZKOE [104)
K:o,,ﬂmm to m?n:ra? £FK0, £FKO, = KO, K0, [129]

[189] = 0,0 collinear = (0,)(0;) ta




Risks

Size matters

o Environmental cost

o Accessibility (even for inference)

o Loss of sovereignty for Europe

m In spite of, e.g.

Fake/undesired information

o Hallucinations, adversarial prompting
Biases (gender, race, ...) —
Stereotyped outputs
Societal risks on jobs (music composers, teachers, ...)
No identified training sources

o No transparency (where does this information come from?)

o Not GDPR compliant (copyrighted information was indeed used)

Need to and



Estimated Training Cost of Select Large Language
and Multimodal Models and Number of Parameters

Source: Al Index, 2022 | Chart: 2023 Al Index Report

Minerva (540B) PalLM (540B)
CO2 Equivalent Emissions (Tonnes) by Selected Machine Learning Models and Real Life Examples, 2022

®e
Megatron-Turing NLG 5308
Source: Luccioni et al., 2022; Strubell et al., 2019 | Chart: 2023 Al Index Report Gopher

HyperClova [ ]
7 OPT-1758

(]
GLM-1308 @® BLOOM
PY GPT-31758

Chinchilla

5.0e+11
2.0e+11
1.0e+11
5.0e+10

AlphaCode
[ ]

Car, Avg. Incl. Fuel,
1Lifetime

GPT-NeoX-20B
Turing NLG ®

ERNIE 3.0 ® ODALLE
®
GPT-J-6B
L]

c)
©
@
(=
3
e
3
£
e
&
“—
o
-
3
£
2
z

Wu Dao - Wen Yuan Meena
Human Life, o @ GPT-Neo <)

Al Index p121 : .|

Air Travel,
1Passenger, NY-SF

200 250 300 100k ™M 10M
CO2 Equivalent Emissions (Tonnes) qure 2.8 Training Cost (in U.S. Dollars - Log Scale)




Energy Savings Results Over Time for Select BCOOLER Experiment

Source: Luo et al., 2022 | Chart: 2023 Al Index Report
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Before“l :56,; _.,o* |
Can Machines Thlnk’?

The problem is mainly one of programming. [...] brain estimates: 107 to 10'° bits. [...] | can produce about a
thousand digits of programme lines a day, so that about sixty workers, working steadily through the fifty years,
might accomplish the job, if nothing went into the wastepaper basket. Some more expeditious method seems

desirable.

How?

by (...) mimicking education, we should hope to modify the machine until it could
be relied on to produce definite reactions to certain commands.

One could carry through the organization of an intelligent machine with
only two interfering inputs, one for , and the other for




Reinforcement Learning

Agent maintains a state

In a given state, it performs an action
Action modifies the environment
Agent receives a reward, perceives the new environment
and updates its internal state accordingly

Popular approaches:

e (Deep) Q-learning
e Policy gradient methods, in particular Proximal Policy Optimization (PPO)
e Multi-armed bandits



Water (rain)




RL for agriculture

, @ gamified version of DSSAT, dynamic crop growth

simulation models for over 42 crops

©)

O

O

Use case: rainfed maize production in southern Mali (*)

Choice among preselected nitrogen management practices
Improves over multi-location multi-year field trials (pre-defined practices
are tested in an equiproportional way during a fixed number of years)

a collaborative platform for (market) gardening data collection
a will-be recommendation tool for gardners using RL
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‘Products and services using Al have more benefits than drawbacks,’ by Country (% of Total), 2022
Source: IPSOS, 2022 | Chart: 2023 Al Index Report

China

Saudi Arabia
India

Peru

Mexico
Malaysia
Colombia
Chile

South Korea
Turkey |
Brazil

South Africa

Argentina

Hungary|
Poland

Belgium

Great Britain
Australia
Germany|
United States
Netherlands
Canada 32%
France 31%

0% 30% 40% 50%
% of Respondents That "Agree’




Regulations toward Trustworthy Al

Consent on data
Human decisions only - but ...
Data traceability still missing

Based on risk evaluation
LLMs don’t exactly fit in

Public debate, CCNE-bis, ... CERNA, COERLE, ...
Trust Labels

A posteriori control

o Citizens, independent institution (e.g., Inria Regalia)



Toward an AGI ?

Al as a goal
What is critically missing

Intrinsic motivation
Embodiment
Common sense
Self-consciousness



Who profits from the crime?

A :

tO h id e th e rea I d a n g e rS? Way of the Future: Una religion que desarrolla un dios de

Inteligencia Artificial
La organizacién religiosa fue fundada por un exempleado de Google y Uber.

Increased control of our activities

Loss of sovereignty of individuals by lack

of digital skills

Loss of sovereignty of states w.r.t. tech giant
companies

The new opium of the masses



Un drone tueur russe aurait Les USA vont fournir aux Ukrainiens

éte apercu en Ukraine des « drones tueurs » Switchblade
de nouvelle génération

Par Vonintsoa
Mis a jour: Mars 2022
18 mars 2022, 10h20

’ i . R L N & Par Matthias Bertrand
Lapparition du drone tueur russe en Ukraine souléve les inquiétudes quant a Publié e jeudi 17 mars 20223 1109+ Ay 2 1)

l'implication de I'lA dans la guerre. @ 4 min de lecture







Take home

Differentiable programming

Latent representations

Creative losses

More and more complex hierarchical architectures

An ever-growing zoology of (pre-trained) tools

Next step: Smart Hybridization — use state-of-the-art ideas/tools!

Sustainability, safety, trustworthiness: Research and early education
Regulations lagging behind technology
Sovereignty vs private interests and foreign countries



Take home

DOUGLAS

ADAMS

Differentiable programming e /s
Latent representations u H"EH}II[!KE .

Creative losses G”"]EIHH\
More and more complex hierarchical architectures GA[AXY?\OL

An ever-growing zoology of (pre-trained) tools
Next stT art Hybrldlzat — use state of—the art ideas/tools!

Sustainability, safety, trustworthlnegs Research and early education
Regulations lagging behind technology
Sovereignty vs private interests and foreign countries



